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The paper describes technologies for accelerating calculations when using application software packages implemented in the FORTRAN language for modeling plasmophysical processes in tokamaks.

At the same time, the difficulty in modeling is due to processes that are different in nature, which have spatial and temporal scales that differ by many parameters. That is why it is necessary to combine various specialized codes into a single system, which together make it possible to design a tokamak installation and analyze its operation [1].

One of the important tasks is to predict the behavior of the plasma cord during the experiment — the so-called calculation of the discharge scenario. The development of appropriate computer codes and conducting computational experiments with their help is a task of extreme computational complexity [2].

Simulation models of a tokamak reactor include modeling not only the plasma-physical states of the discharge, but also the formation of tools (algorithms and program codes) for components and systems included in the plasma control circuit. Such as, a plasma parameter recovery module based on magnetic measurements, a winding power supply system, a plasma magnetic control system designed to control the current, position and shape of the plasma, etc. [3].

Model codes place very serious demands on computing resources. The problem arises of distributing computations across an array of computing cores, which is possible when using a CUDA-enabled compiler for Fortran, for example, Portland Group Inc. (PGI), and using CUDA libraries with modern GPU architecture [4].

Arrays should be transferred to GPU memory for parallel processing, and then returned back. Therefore, they must be static. Overall performance is limited by these operations. The appearance of a new NVLink bus and HBM2 memory, which can be accessed by the controlling CPU and GPU, should remove this restriction.

The code was modified using directives to the compiler. The implementation algorithm was tested on scenarios where each equation was solved separately and iterations were carried out for each moment of time, until the required absolute convergence accuracy was achieved. The convergence time when using the GPU has been reduced by an order of magnitude.
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